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A Posterior probabilities calculation details

Applying the Bayes theorem to the log-ratio, one finds:

log

(
P(M (ij) = 1 | A(i) = a,B(j) = b)

P(M (ij) = 0 | A(i) = a,B(j) = b)

)
= L(ij) + logit(π0) (1)

where L(ij) =
∑K

k=1 L
(ij)
k . It then follows that:

log

(
P(Xi = j | A(i), B(j′), j′ = 1, 2, . . . , NB)

P (Xi = 0 | A(i), B(j′), j′ = 1, 2, . . . , NB)

)
= log

(
P(M (ij) = 1 | A(i), B(j))

P(M (ij) = 0 | A(i), B(j))

)
(2)

+ log

(∏
j′ 6=j P(M (ij′) = 0 | A(i), B(j′))∏
j′ 6=j P(M (ij′) = 0 | A(i), B(j′))

)
= L(ij) + logit(P(M = 1))

Note that:

1

P(Xi = 0 | A(i), B(j′), j′ = 1, 2, . . . , NB)
=

∑NB

`=0 P(Xi = ` | A(i), B(j′), j′ = 1, 2, . . . , NB)

P(Xi = 0 | A(i), B(j′), j′ = 1, 2, . . . , NB)

(3)

= 1 +

NB∑
`=1

P(Xi = ` | A(i), B(j′), j′ = 1, 2, . . . , NB)

P(Xi = 0 | A(i), B(j′), j′ = 1, 2, . . . , NB)

= 1 +

NB∑
`=1

exp
(
L(i`) + logit(π0)

)
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B Fitting a skew-t distribution to observed L
There are several way to parametrize skew t distribution. We use the follow-
ing:

fST (x,m, s, ν, ξ) =
2σ

s(ξ + 1/ξ)

√
ν

ν − 2
fT

(√
ν

ν − 2

1

ξ

(
x−m
s

σ + µ

)
, ν

)
1{(x−m

s
σ+µ)≥0}

(4)

2σ

s(ξ + 1/ξ)

√
ν

ν − 2
fT

(√
ν

ν − 2
ξ

(
x−m
s

σ + µ

)
, ν

)
1{(x−m

s
σ+µ)<0}

(5)

where

• µ = m1(ξ − 1/ξ)

• m1 =
2
√
ν − 2

(ν − 1)β

• β =

Γ

(
1

2

)
Γ
(ν

2

)
Γ

(
ν + 1

2

)
• σ =

√
(1−m2

1)(ξ
2 + 1/ξ2) + 2m2

1 − 1)

• fT is the density function of a Student’s t distribution:

fT (y, ν) =

Γ

(
ν + 1

2

)
√
πνΓ

(ν
2

) (1 +
y2

ν

)−ν + 1

2

In order to estimate π0, we compute the first and second x-derivative of fST
to determine the inflexion point the further left of density curve. Therefore,

we focus on the case where

(
x−m
s

σ + µ

)
≥ 0:

So fST (x,m, s, ν, ξ) = c

(
1 +

1

ξ2(ν − 2)

(
x−m
s

σ + µ

)2
)−ν + 1

2
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where c does is a constant for x. Then

d

dx
fST (x,m, s, ν, ξ) = d

(
x−m
s

σ + µ

)(
1 +

1

ξ2(ν − 2)

(
x−m
s

σ + µ

)2
)−ν + 3

2

where d = −c (ν + 1)σ

ξ2(ν − 2)s
, and

d2

dx2
fST (x,m, s, ν, ξ) =d

σ

s

(
1 +

1

ξ2(ν − 2)

(
x−m
s

σ + µ

)2
)−ν + 5

2

[
1− ν + 2

ξ2(ν − 2)

(
x−m
s

σ + µ

)2
]

Finally we use π̂0 = min

{
x

∣∣∣∣ d

dx
fST (x,m, s, ν, ξ) < ε and

d2

dx2
fST (x,m, s, ν, ξ) < ε

}

C EHR data from Partners RA patients

The dataset we used here has two more years of follow-up compared to the
one described in Liao et al. [1]. The 2 additional years of follow-up allowed
us to identify more patients when the algorithm used in Liao et al. was thus
ran on a larger set of patients. Also, there was a change in the Electronic
Health Record system that occurred in late 2001, so we only used records
starting in 2002 onwards to ensure data coherence.

D On the failure of the Fellegi-Sunter method

for matching using diagnosis codes

The Fellegi-Sunter method for record linkage [2] fails in the context of diagno-
sis codes because it does not differentiate agreement (between both datasets)
for the presence or for the absence of a diagnosis code. However, agree-
ment for the presence of a diagnosis code is often much more informative for
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matching than agreement for its absence. Our proposed approach has the ad-
vantage of not only differentiating the agreement weights between presence
and absence, but also to automatically tune them according to the preva-
lence of a diagnosis (considering rarer codes as more informative). For this
reason, Fellegi-Sunter will fail when using diagnosis codes, even when reach-
ing matching weight higher than 16.6 in the context presented of Figure 1
(the lower bound given by Cook et al. [3] approach supposed to ensure a
successful linkage with a probability of selecting true matches above 95%).

E EHR data for the BRASS cohort patients

As described in Iannaccone et al. [4], BRASS patients were recruited prospec-
tively through the clinic and data are collected through patient interviews
and questionnaires. When BRASS patients are enrolled, they are assigned
a BRASS study ID which is linked to their medical record number (MRN).
For the study presented here, IRB approval was granted to extract the EHR
data for the BRASS patients using their MRNs. Patients in the BRASS
study have blood samples drawn and analyzed at a separate laboratory, that
are not available in the EHR. The labs used to construct the silver standard
in the study presented here are part of their routine follow-up in the Arthritis
Center and are extracted from the EHR using the method described above.
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